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Abstract
Understanding individual differences in attitudes towards Artificial Intelligence (AI) is of importance, among others in 
system development. Against this background, we sought to investigate associations between personality and attitudes 
towards AI. Relations were investigated in samples from two countries—Germany and China—to find potentially replica-
ble, cross-culturally applicable associations. In German (N = 367, n = 137 men) and Chinese (N = 879; n = 220 men) online 
surveys, participants completed items on sociodemographic variables, the Attitudes Towards Artificial Intelligence (ATAI) 
scale, and the Big Five Inventory. Correlational analysis revealed among others significant positive associations between 
Neuroticism and fear of AI in both samples, with similar effect sizes. In addition to a significant association of acceptance 
of AI with gender, regression analyses revealed a small but significant positive association between Neuroticism and fear 
of AI in the German sample. In the Chinese sample, regression analyses showed positive associations of acceptance of 
AI with age, Openness, and Agreeableness. Fear of AI was only significantly negatively related to Agreeableness in the 
Chinese sample. The association of fear of AI with Neuroticism just failed to be significant in the regression model in the 
Chinese sample. These results reveal important insights into associations between certain personality traits and attitudes 
towards AI. However, given mostly small effect sizes of relations between personality and attitudes towards AI, other fac-
tors aside from personality traits seem to be of relevance to explain variance in individuals’ attitudes towards AI, as well.
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1 Introduction

Artificial Intelligence (AI) is an omnipresent part of daily life for many individuals across the globe. AI is incorporated in 
computers, smartphones, cars, and in various machines and robots in factories (e.g., in products and services of Apple 
Inc. [1], BMW [2], Daimler [3], Google [4]). Recent work reveals that individuals differ in their attitudes towards AI products 
[5–10]. Thus, system characteristics (i.e., AI related characteristics) on their own cannot explain all the variance in individu-
als’ attitudes towards AI. Instead, personal characteristics of users, such as personality predispositions, may explain part 
of the inter-individual variance in attitudes towards AI. Given the relevance of personality in an increasingly digitalized 
world [11], it is surprising that little is known about personality characteristics and their potential associations with atti-
tudes towards AI. This knowledge could help to improve system development and design to support positive attitudes 
towards beneficial AI products. Beyond this, knowledge on individual characteristics predicting greater fear of AI can 
support identification of groups of individuals who might profit from special training before working in AI environments, 
because they are likely to fear AI without such training. Such training, in turn, might lower risks of accidents in work envi-
ronments, where collaborations with AI products are becoming increasingly important. Based on these considerations, 
the present study aimed at examining associations between attitudes towards AI and personality traits. More specifically, 
these associations were investigated in a cross-cultural study including German and Chinese participants to carve out 
generalizable associations valid across different cultures.

Various definitions of AI exist. One definition is: “AI will be such a program which in an arbitrary world will cope not 
worse than a human.” [12] (p. 2). Another definition comprises AI as computer systems which can independently perform 
actions which usually need human intelligence [13]. In line with this definition, others define AI-based computers and 
machines by their ability to act human-like, or to think like humans, whereas yet others define AI based on acting or 
thinking rationally [14]. Independent of the exact definition, AI (broadly defined) can be found in many devices and is 
already an inevitable part of everyday human life. For example, a multitude of AI products is prevalent on smartphones, 
alone: Siri on Apple smartphones (and computers) [1], Google Assistant on Android phones [4], and AI functions in apps 
including social media [15] or recommendation systems, to name a few. Additionally, AI is of importance in the auto-
mobile industry, medicine, and countless other sectors (e.g. [16], [17]). Kai-Fu Lee [18] even compared AI to electricity 
illustrating that AI represents a ground-breaking technology impacting many areas in society.

Given the emerging incorporation of AI in daily life, researchers are keen to understand individual differences in 
attitudes towards AI. Such an understanding could, among others, help building more acceptance and trust towards 
products with built-in AI. More acceptance and trust might be fostered by specialized training (see above). More accept-
ance and trust, in turn, might bring economic advantages to those societies who from early on embrace AI technologies. 
Clearly, embracement of AI can be fostered by a specific political agenda (as seen in China, see below).

Several studies from various fields show that there are individual differences in attitudes towards and trust in AI 
[5–10].1 Differences in attitudes towards AI are most likely due to the various negative and positive consequences of 
incorporation of AI in daily life, which might differ in terms of perception between individuals: On the one hand, some 
experts suggest the putative replacement of certain jobs by machines, which are currently implemented by humans [19, 
20]. In line with this, one common fear with regard to AI is that it will destroy jobs/job opportunities [21]. Additionally, a 
report from the Pew Research Center finds “[…] many have concerns about how advances in AI will affect what it means 
to be human, to be productive and to exercise free will” [22]. Other fears are, for example, that AI takes over control and 
destroys privacy [21].

On the other hand, AI also offers many advantages. Depending on the field of application, these advantages can 
differ. For example, AI incorporated in cars can support safer driving and prevent crashes. In the future cars might even 
drive completely autonomously [2, 3, 23]. Moreover, AI can help in the medical sector, among others to control health 
management systems or to assist surgeons [24]. Finally, AI functions incorporated in our smartphones without doubt 
make daily life easier. In conclusion, it does not seem surprising that individual differences in attitudes towards AI exist. 
While some individuals might be open to AI’s advantages, others might focus more on the disadvantages associated 
with AI. However, it remains largely unknown whether there are personal characteristics which are associated with an 
overall positive or negative attitude towards AI.

1 Please note that we subsume high trust in AI under a positive attitude towards AI.
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Of course, AI is a very broad concept and many different functionalities and areas of application are known to incorpo-
rate different variants of AI. Thus, individuals’ attitudes toward different AI services might vary. Nevertheless, we deem it 
important to investigate individuals’ overall attitudes towards AI. This general attitude can be seen as the basis of more 
specific attitudes towards certain AI services. For example, if one’s general attitude towards AI is extremely negative, it 
is unlikely that one has very positive attitudes to many specific AI services. This is also underlined by a study showing 
that the "Attitude Towards Artificial Intelligence" (ATAI) measure assessing general attitudes towards AI (and used in 
the present work as well) is associated with individuals’ willingness to use diverse AI products such as Siri or Alexa [10].

One way of investigating individual characteristics putatively related to attitudes towards AI is examining personality 
traits. Personality can be described as “stable individual differences in cognitive, emotional and motivational aspects of 
mental states that result in stable behavioral action […]” [25; p 1]. Among different personality taxonomies, the most 
widely accepted is the Five-Factor model of personality. It is based on the assumption that personality traits are hier-
archically ordered and can—on the highest level of the hierarchy—be described on the basis of five broad domains. 
Oftentimes these five domains are called the Big Five of personality and are labelled Openness (to Experience), Consci-
entiousness, Extraversion, Agreeableness, and Neuroticism; easily remembered by the acronym OCEAN [26–30]. Shortly 
summarized, high scores in Openness describe individuals who like to try new things, are open to new ideas, experiences, 
and discussions. Highly conscientious individuals are more diligent, orderly, and self-disciplined. Extraversion describes 
the extent to which individuals are outgoing, like social contacts, and are assertive. High Agreeableness is related to 
being altruistic, helpful, and considerate. Finally, high scores in Neuroticism describe individuals who are anxious, worry 
a lot, and tend to show depressive tendencies [26, 29]. To the best of our knowledge, personality has not been widely 
investigated in relation to general attitudes towards AI. An exception is one study assessing trust in AI and (among 
others) correlating it with Neuroticism as the only domain of the Big Five. This analysis revealed a non-significant cor-
relation which was close to zero [31]. From our perspective, Neuroticism still could be of relevance for the present study, 
because not only acceptance of AI was in the focus of the study (where also trust plays a role), but also fear of AI with 
more neurotic persons likely fearing AI more than less neurotic persons.

Moreover, personality has already been investigated in various fields of research closely related to AI and attitudes 
towards AI. Among others, personality has been linked to components of the Technology Acceptance Model [32, 33]: 
perceived ease of use of a technology, perceived usefulness, attitudes, behavioral intention to use, and actual usage of 
the technology. However, results on these associations differ between studies. These heterogeneous results might be 
due to different years of investigation with technological developments in between, and/or varying technologies under 
investigation in different studies [34–38]. Moreover, personality has been associated with attitudes towards robots: Neu-
roticism of the Big Five was positively linked to negative attitudes towards robots. Extraversion was positively associated 
with negative attitudes towards the social influence of robots [39]. Additionally, a study found that only Agreeableness 
of the Big Five was positively correlated with trust in digital assistants. However, the association remained significant in a 
regression model only in individuals from generation Z [40]. Finally, some studies report associations between personality 
and trust in/agreement with automation. One of these studies reports positive associations between trust in automa-
tion and Agreeableness and Conscientiousness [41]. Another study found mild and mostly non-significant associations 
between personality and agreement with automated advice on a decision in a threat detection task; however, and of 
most importance for the present study, some negative and significant correlations of Neuroticism with the agreement 
measure were observed [42].

Thus, some of the Big Five domains seem to be associated with attitudes towards technology, automation, and robots, 
hence, putatively also AI (see also review by Matthews et al. [43]). However, it is not clear which Big Five domains are 
associated with attitudes towards AI, yet. As already mentioned in light of the Technology Acceptance Model, potential 
explanations for the inconsistent results across the aforementioned studies might be due to different technologies 
investigated. Based on this consideration, we deem it especially important to first examine associations between per-
sonality traits and individuals’ general attitudes towards technology or—related to the present study—AI. In a second 
step, researchers should aim at investigating how relations of personality traits with attitudes towards AI change (or do 
not change) as a systematically and empirically investigated function of different features offered by various AI services. 
The present work seeks to contribute to the first step of this research agenda. To the best of our knowledge, the present 
work is the first work in this area.

Moreover, AI is a cross-cultural phenomenon incorporated in daily life of individuals across the globe. Naturally, 
attitudes towards AI can differ across cultures [10], as can associations between attitudes towards AI and personality. 
This cross-cultural difference is underlined by a study showing differences in trust in automation and in Big Five scores 
between samples from the US, Taiwan, and Turkey; unfortunately, however, correlations of trust in automation with the 
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Big Five were not presented separately for the three samples [41]. Aside from differences, especially similar findings 
across samples from different cultures are of interest. Similar associations found in samples from different cultures would 
strengthen the assumption of universally applicable associations. Moreover, cross-cultural studies aiming at replicating 
findings across samples from different cultures can be viewed as an effective way dealing with the replication crisis in 
psychological science [44]. Based on these considerations, samples from Germany and China are investigated in the 
present work. These countries were chosen because of their different political views on what consequences artificial 
intelligence might have for society [45]. The aforementioned work by Sindermann et al. [10] revealed that on average 
the Chinese sample under investigation had more positive attitudes toward AI compared to the German sample under 
investigation. This finding might be explained by the higher incorporation of AI in everyday life in China, at least from a 
government’s vision perspective [46, 47].

In conclusion, the aim of the present study is twofold: First and although not key to the present work, we revisit previ-
ous investigations on differences between Chinese and German samples in acceptance and fear towards AI. We expect 
higher acceptance and lower fear in the Chinese sample.

Second, the main aim of the present work is to investigate associations of individual differences in the Big Five with 
attitudes towards AI in German and Chinese samples.2 Given mostly inconsistent findings in previous research on topics 
closely related to personality trait associations with attitudes towards AI, we only formulate one hypothesis: Neuroticism 
will be negatively associated with a positive attitude toward AI. Hence, we expect Neuroticism to be negatively related 
to acceptance of AI and positively to fear of AI. Other associations are investigated exploratory. We expect similar Neu-
roticism-AI-attitude links in both the German and Chinese samples, despite potential differences in acceptance and fear 
levels of AI as measured with the ATAI scale.

2  Materials and methods

2.1  Procedure

The German part of the study was an online survey in the German language. It was implemented in the SurveyCoder tool 
[48, 49] and advertised via various online (e.g., social media) and offline (e.g., TV) methods. The main topic of the study 
was technology use, and participation was allowed from the age of 12 years. However, only individuals from age 18 are 
included in the present analysis (see below). Anyone with Internet access who understood the German language could 
participate. This led to the present German sample being a convenience sample. As an incentive, participants received 
feedback on their scores in some of the questionnaires, for example, the Big Five Inventory (see below). The study was 
approved by the local ethics committee of Ulm University, Ulm, Germany. All participants gave informed electronic con-
sent before participation. The sample is derived from the same survey also investigating other research questions such 
as shown in the following papers [50, 51]. Therefore, samples might in parts overlap.

The Chinese part of the study was an online survey in standard, simplified Chinese characters. The platform used for 
the survey was https:// www. wjx. cn/. The main topics of the study were individual differences (e.g., in personality) in 
relation to technology use.  For other publications from this project see [52, 53]. Data collection took place in courses at 
Tianjin Normal University, Tianjin, China (a metropolitan city with around 14 million inhabitants). In addition to students 
taking general psychology courses who were recruited in these courses, these students also invited their friends (both 
on-campus and off-campus) to participate in the survey. This snowball technique was used to obtain a slightly broader 
sample than just psychology students. As an incentive, participants received 8–12 RMB (roughly $1.22–1.83, November 
2020). The study was approved by the local ethics committee at Tianjin Normal University, Tianjin, China. All participants 
gave informed electronic consent before participation.

2 Originally, we also planned to investigate individual differences in satisfaction with basic needs according to Maslow’s theory and associa-
tions with attitudes towards AI. However, the questionnaire used to assess differences in satisfaction with the basic needs did not show sat-
isfactory psychometric properties in the Chinese sample. Therefore, we only present the results in the Supplementary Material.

https://www.wjx.cn/
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2.2  Samples

2.2.1  German sample

A total of N = 431 individuals provided data for the present study. No missing data on variables under investigation in the 
present work were observed. However, n = 35 participants were excluded from analysis due to reporting being younger 
than 18 years or older than 100 years. Another (n = 1) participant was excluded due to choosing the same response option 
throughout at least one of the survey’s pages on which variables included in the present work were presented (excluding 
the page with the ATAI items because choosing the same response options in all ATAI items can be reasonable given the 
brevity of the scale); this response pattern indicates careless responding. Finally, n = 28 participants were excluded due 
to implausible answers: when asked to rank five options according to their importance for the individual participant on a 
scale from 1 to 5 (by assigning each option a number from 1 = "least important" to 5 = "most important"), they did not use 
each number (1–5) exactly once. Although this specific item was not relevant for the present study, we excluded these 
participants because wrong answers still indicate careless responding. After these data cleaning steps, a final N = 367 
participants (n = 137 men, n = 230 women; mean age: M = 35.26 (SD = 13.03) years, range: 18 – 77 years) remained. Most 
of these participants reported a university/university of applied science degree as their highest educational degree 
(n = 189). The other participants reported some type of school degree as highest educational degree (n = 178).

2.2.2  Chinese sample

In total, N = 1109 Chinese individuals participated in the present study. However, n = 91 individuals who provided miss-
ing data on the variables investigated in the present work were excluded from final analysis. Moreover, n = 8 individuals 
were excluded because they reported an age < 18 years or > 100 years. Additionally, n = 41 participants reported the 
same response option throughout at least one of the survey’s pages on which variables included in the present work 
were presented (excluding the page with the ATAI items; see above). These individuals were excluded. No participant 
was excluded due to not correctly responding to the importance ranking (see above); Chinese participants were not 
allowed to respond by choosing one of the numbers (1–5) more than once given the programming of the survey. How-
ever, n = 61 were excluded from further analysis because of being outliers in survey administration time according to 
the formula by Tukey [54]; please note that we only assessed participation time in the Chinese study. Additionally, n = 29 
individuals stated that their birthday was later than the beginning of 2007, which is far later than 2002. The latter year 
indicates age of around 18 years. These individuals were also excluded, which led to a final sample size of N = 879 (n = 220 
men, n = 659 women; mean age: M = 21.00 years, SD = 4.65; range: 18–53 years) Chinese participants. Most participants 
reported currently being undergraduate students (n = 819). The others stated junior/senior high school degree (n = 9) 
as highest educational degree or some type of university degree (n = 51).

2.3  Measures

2.3.1  Attitude Towards Artificial Intelligence scale

To assess attitudes towards artificial intelligence, the Attitude Towards Artificial Intelligence (ATAI) scale was used in Ger-
man and Chinese languages, respectively; both translations have been used and published before [10]. The scale consists 
of five items and two scales: Acceptance (2 items) and Fear (3 items) of Artificial Intelligence. Each item is answered on an 
11-point Likert-Scale from 0 = "strongly disagree" to 10 = "strongly agree". Internal consistency estimates using Cronbach’s 
alpha were 0.60 for Acceptance and 0.74 for Fear in the present German sample and 0.65 and 0.55 for Acceptance and 
Fear in the Chinese sample.

2.3.2  Big Five Inventory

The Big Five of personality were assessed by means of the Big Five Inventory (BFI) [29, 55, 56]. It consists of 44 to 45 items, 
but the 45th item is unique to the German version. Hence, we did not take this item into account in the present analysis. 
The items of the BFI are answered on a 5-point Likert-scale from 1 = "very inapplicable" to 5 = "very applicable". Internal 
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consistencies of the Big Five scales assessed via Cronbach’s alpha were 0.78/0.75 for Openness (10 items), 0.84/0.72 for 
Conscientiousness (9 items), 0.88/0.69 for Extraversion (8 items), 0.72/0.67 for Agreeableness (9 items), and 0.86/0.71 
for Neuroticism (8 items) in the German/Chinese sample. Note that in the Chinese sample, the reversed item 35 of the 
Openness scale (“… prefers work that is routine”) showed a negative item-whole correlation against the scale without 
this item (r = − 0.06). We still used the reversed item to build the scale based on the original work [55] and because reli-
ability was still adequate in the Chinese sample.

2.4  Statistical analysis

Statistical analysis was implemented in R and R Studio [57, 58].
According to the rule of thumb by Miles and Shevlin [59], normality could be assumed for the variables under investi-

gation in the German and Chinese samples; only age showed skewness and kurtosis exceeding ± 1 in the Chinese total, 
male, and female samples (and Conscientiousness showed kurtosis of 1.01 in the Chinese total sample).

First, descriptive statistics and associations of all variables of interest with age and gender were calculated using 
Pearson correlations and t-tests (Welch’s t-tests when necessary). Of note, we decided to use Pearson correlations to 
investigate associations with age also in the Chinese sample given the large sample size. The analysis on associations 
with age and gender were of importance given the unequal gender distributions and different mean ages in the samples 
from Germany and China, and to include these variables (age and gender) in final analyses if necessary; see for example 
studies by Sindermann et al. [10] and Liang and Lee [60] reporting on associations of age and gender with attitudes 
towards AI. Moreover, we implemented multifactorial ANOVAs including sample (German versus Chinese), gender (men 
versus women) and their interaction to investigate group differences in all variables of interest.

Next, zero-order bivariate correlations between the ATAI Acceptance and Fear of AI scales and the BFI scales were 
investigated. Finally, linear regression analyses were performed. Specifically, four models were tested: Each of the two 
ATAI scales was predicted in each sample by age and gender (see significant associations in the Results section) and the 
Big Five scales, which were significantly correlated with the respective ATAI scale in the corresponding sample.

Additional results on associations between the ATAI scales and the Need Satisfaction Inventory scales (NSI; assessing 
one’s satisfaction with basic need fulfillment) can be found in the Supplementary Material.

3  Results

3.1  Descriptive statistics and associations with age and gender

Significant associations with age were found for Openness (r = 0.12, p = 0.025), Conscientiousness (r = 0.21, p < 0.001), 
and Neuroticism (r = − 0.14, p = 0.005) in the German sample. In the Chinese sample, age was significantly correlated 
with Openness (r = 0.15, p < 0.001), Conscientiousness (r = 0.24, p < 0.001), Agreeableness (r = 0.21, p < 0.001), Neuroti-
cism (r = − 0.12, p < 0.001), and the ATAI Acceptance scale (r = 0.17, p < 0.001).

Descriptive statistics can be found in Table 1. Significant gender differences were found in Conscientiousness, 
Extraversion, Agreeableness, and Neuroticism in the German sample; women showed higher scores than men. Addi-
tionally, German men scored higher than German women in the ATAI Acceptance scale. Gender differences in the 
Chinese sample were observed in Openness, Conscientiousness, Extraversion, and Neuroticism. In all scales except 
Neuroticism, men showed higher scores than women (see Table 1).

Multifactorial ANOVAs (sample x gender) revealed significant differences between the German and Chinese 
sample in ATAI Acceptance (F(1,1242) = 327.76, p < 0.001), Openness (F(1,1242) = 65.15, p < 0.001), Conscientious-
ness (F(1,1242) = 84.00, p < 0.001), Extraversion (F(1,1242) = 33.66, p < 0.001), and Agreeableness (F(1,1242) = 32.12, 
p < 0.001); see Table  1 for descriptive statistics. The same multifactorial ANOVAs revealed significant differ-
ences between men and women in ATAI Acceptance (F(1,1242) = 9.55, p = 0.002; men > women) and Neuroticism 
(F(1,1242) = 34.19, p < 0.001; men < women). Finally, the multifactorial ANOVAs revealed significant interaction effects 
of sample (German versus Chinese) and gender (men versus women) on Openness (F(1,1242) = 11.21, p < 0.001), 
Conscientiousness (F(1,1242) = 23.77, p < 0.001), Extraversion (F(1,1242) = 23.77, p < 0.001), and Agreeableness 
(F(1,1242) = 8.96, p = 0.003); see Table 1 for descriptive statistics.
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3.2  Zero‑order bivariate correlations

As presented in Table 2, in the German sample a significant positive association between the ATAI Fear scale and 
Neuroticism was observed. In the Chinese sample, significant positive associations were found between the ATAI 
Acceptance scale and Openness, Conscientiousness, Extraversion, and Agreeableness, and a significant negative 
correlation with Neuroticism was observed. The ATAI Fear scale correlated significantly positively with Neuroticism 
and negatively with Conscientiousness, Extraversion, and Agreeableness in the Chinese sample. Effect sizes were, 

Table 1  Descriptive statistics and gender differences

German sample Chinese sample

Total 
sample
(N = 367)

Men
(n = 137)

Women
(n = 230)

Gender differences Total 
sample
(n = 879)

Men
(n = 220)

Women
(n = 659)

Gender differences

M SD M SD M SD M SD M SD M SD

ATAI Acceptance 4.26 1.87 4.62 1.99 4.05 1.77 t(259.7) = 2.81,
p = .005,
d = 0.31

6.50 1.82 6.63 1.97 6.45 1.77 t(877) = 1.23,
p = .218,
d = 0.10

ATAI Fear 4.09 2.20 3.96 2.16 4.17 2.23 t(365) = − 0.87,
p = .384,
d = 0.09

4.09 1.81 4.10 1.95 4.09 1.76 t(345.2) = 0.03,
p = .979,
d = 0.00

Openness 3.59 0.59 3.51 0.61 3.64 0.58 t(365) = − 1.91,
p = .056,
d = 0.21

3.26 0.51 3.35 0.52 3.23 0.50 t(877) = 2.92,
p = .004,
d = 0.23

Conscientiousness 3.51 0.71 3.39 0.72 3.59 0.70 t(365) = − 2.68,
p = .008,
d = 0.29

3.10 0.50 3.22 0.54 3.06 0.48 t(341.9) = 3.97,
p < .001,
d = 0.33

Extraversion 3.38 0.84 3.26 0.84 3.46 0.83 t(365) = − 2.28,
p = .023,
d = 0.25

3.06 0.55 3.22 0.55 3.01 0.54 t(877) = 4.99,
p < .001,
d = 0.39

Agreeableness 3.52 0.56 3.42 0.57 3.58 0.55 t(365) = − 2.65,
p = .008,
d = 0.29

3.68 0.48 3.71 0.52 3.67 0.47 t(877) = 1.12,
p = .265,
d = 0.09

Neuroticism 3.00 0.80 2.86 0.78 3.08 0.79 t(365) = − 2.53,
p = .012,
d = 0.27

3.01 0.58 2.80 0.57 3.08 0.56 t(877) = − 6.40,
p < .001,
d = 0.50

Table 2  Zero-order bivariate 
correlations of the ATAI scales 
with the BFI

Note: All associations between the ATAI Acceptance scale and the Big Five differed significantly 
(z-scores > 2.32, p-values < .020) between the German and Chinese samples, except associations with Neu-
roticism (z = 0.86, p = .390). None of the associations of the ATAI Fear scale with the Big Five differed signifi-
cantly between the German and Chinese sample (all z-scores < 1.54, all p-values > .125)

German sample
(n = 367)

Chinese sample
(n = 879)

ATAI Acceptance ATAI Fear ATAI Acceptance ATAI Fear

Openness r = − 0.06,
p = .262

r = − 0.03,
p = .539

r = 0.19,
p < .001

r = − 0.02,
p = .533

Conscientiousness r = − 0.03,
p = .591

r = − 0.08,
p = .114

r = 0.12,
p < .001

r = − 0.09,
p = .008

Extraversion r = − 0.06,
p = .292

r = − 0.03,
p = .506

r = 0.09,
p = .008

r = − 0.10,
p = .004

Agreeableness r = − 0.07,
p = .169

r = − 0.06,
p = .251

r = 0.17,
p < .001

r = − 0.15,
p < .001

Neuroticism r = − 0.04,
p = .433

r = 0.14,
p = .006

r = − 0.09,
p = .005

r = 0.14,
p < .001
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however, overall small [61]. Nevertheless, correlation magnitudes of the Neuroticism–Fear-of-AI link were very similar 
in the German and Chinese sample.

Manually correcting p-values for multiple testing by the Holm correction procedure (for the 10 p-values/tests 
conducted in each sample) changed the Neuroticism finding in the German sample to a non-significant finding 
(p > 0.050). In the Chinese sample, all significant (p < 0.050) correlations remained significant after Holm correction.

Each personality scale which significantly correlated with the respective ATAI scale in the German or the Chinese 
sample based on uncorrected p-values was included in the final regression models in the respective sample.

3.3  Regression models

As can be seen in Table 3, in the German sample, the only significant predictor of the ATAI Acceptance scale was gender 
with higher scores in men. The ATAI Fear scale was significantly positively predicted only by Neuroticism.

As can be seen in Table 4, in the Chinese sample, the ATAI Acceptance scale was significantly positively predicted by 
age, Openness, and Agreeableness. The Fear scale was significantly negatively predicted only by Agreeableness. The 
effect of Neuroticism just failed to be significant.

4  Discussion

The present study investigated individual differences in personality and their relations to differences in general attitudes 
towards AI in a German and a Chinese sample. As mentioned in the introduction section, we wanted to replicate findings 
on greater acceptance of AI scores and lower fear of AI scores in the Chinese versus German sample [10]. Additionally, we 
investigated associations between personality traits and attitudes towards AI. We specifically expected Neuroticism to be 
negatively associated with acceptance of AI and positively associated with fear of AI. The investigation of remaining per-
sonality trait associations with attitudes towards AI (acceptance and fear of AI) was implemented on an exploratory basis.

Table 3  Regression models 
to predict ATAI scales by 
sociodemographic variables 
and BFI scales in the German 
sample

Note: In each model, only the BFI scale(s) which significantly correlated with the respective ATAI scale in 
the German sample were/was included. All variables except gender were z-standardized. Gender: 0 = men, 
1 = women

ATAI Acceptance ATAI Fear

B (SE) t p B (SE) t p

Intercept 0.20 (0.08) 2.39 .018 − 0.04 (0.09) − 0.43 .664
Age − 0.07 (0.05) − 1.42 .158 0.02 (0.05) 0.44 .658
Gender − 0.32 (0.11) − 3.01 .003 0.06 (0.11) 0.55 .585
Neuroticism 0.14 (0.05) 2.72 .007

Table 4  Regression models 
to predict the ATAI scales by 
sociodemographic variables 
and the BFI scales in the 
Chinese sample

Note: In each model, only the BFI scales which significantly correlated with the respective ATAI scale in 
the Chinese sample were included. All variables except gender were z-standardized. Gender: 0 = men, 
1 = women

ATAI Acceptance ATAI Fear

Estimate (SE) t p Estimate (SE) t p

Intercept 0.03 (0.07) 0.42 .674 0.05 (0.07) 0.77 .440
Age 0.13 (0.03) 3.70  < .001 − 0.01 (0.03) − 0.36 .717
Gender − 0.04 (0.08) − 0.48 .630 − 0.07 (0.08) − 0.89 .376
Openness 0.14 (0.04) 3.56  < .001
Conscientiousness − 0.02 (0.04) − 0.38 .705 0.00 (0.04) 0.05 .962
Extraversion − 0.01 (0.04) − 0.19 .851 − 0.05 (0.04) − 1.31 .190
Agreeableness 0.11 (0.04) 2.76 .006 − 0.11 (0.04) − 2.78 .005
Neuroticism 0.00 (0.04) 0.08 .939 0.08 (0.04) 1.89 .059
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Regarding the comparison of attitudes towards AI, we replicated previous findings [10] by showing higher accept-
ance of AI in the Chinese compared to the German sample. However, we did not find significant differences in fear of 
AI between the two samples. Regarding higher acceptance levels in the Chinese versus German sample, one possible 
explanation is that the Chinese government strongly supports development of technologies where AI plays a crucial role 
since quite some time. For example, the so called “New Generation Artificial Intelligence Development Plan” (see [47]) aims 
at making China a leader in AI research. Such publicly communicated strategies among others hinting at large monetary 
investment into AI research with a consequent development plan might shape opinions by Chinese citizens towards 
having more optimistic views towards AI (i.e., that the economy and society might profit from this development) and 
explain the greater acceptance of AI in the Chinese sample of the present study compared to the German sample. We are 
aware of the fact that our sample is not representative. Nevertheless, we see pronounced differences in the ATAI (accept-
ance) measure when contrasting samples from Germany and China, which fits to the findings of Sindermann et al. [10]. 
However, surprisingly we did not replicate greater fear of AI in our German compared to the Chinese sample; an effect 
which was found by Sindermann et al. [10]. Since the samples in the present work and those of Sindermann et al. [10] 
do not overlap, differences in findings might be due to different sample characteristics. While both data collections in 
China (Sindermann et al. and the present work) have been carried out in the university context, the German sample in 
Sindermann et al. [10] was also recruited in a university setting, whereas the German sample in the present paper is a 
more diverse online-sample. Beyond that, differences between the German and Chinese samples regarding the accept-
ance scale of the ATAI inventory were also more pronounced compared to the differences between both samples in 
the fear of AI scale in Sindermann et al. [10]; hence, perhaps the differences in fear of AI between German and Chinese 
samples might be more negligible.

In the German sample, personality was barely associated with attitudes towards AI. Only Neuroticism exhibited a posi-
tive association with the scale assessing fear of AI. In the Chinese sample especially Openness and Agreeableness were 
positively related to acceptance of AI, while only Agreeableness was negatively related to fear of AI in the regression. 
Effect sizes were, generally speaking, small [61]. Moreover, it is important to note that the only association, which was 
found across samples, was the positive correlation between Neuroticism and fear of AI, which was of similar size in both 
samples. However, in the Chinese sample this association did not remain significant in the regression model including 
demographic variables and other Big Five domains. Given that the association between Neuroticism and fear of AI in 
the regression model in the Chinese sample was nevertheless close to significant, the link between Neuroticism and fear 
of AI can generally be interpreted as existent in our samples. This view is further supported by our directed hypothesis 
regarding this association as outlined at the end of the Introduction section.

As mentioned before, the association of fear of AI with Neuroticism was expected based on previous work from related 
fields of research [39, 42]. Moreover, and as mentioned in the Introduction, individuals scoring high in Neuroticism worry 
a lot, are moody, and anxious. In fact, one of the more narrower facets of Neuroticism assessed in the questionnaire 
applied in the present study is labelled “anxiety” [29]. Therefore, it seems reasonable that individuals scoring higher in 
Neuroticism tend to fear (new) technological inventions, such as those based on AI, more than individuals scoring low 
in Neuroticism.

Regarding the other associations between personality and attitudes towards AI, it turned out that none was replicated 
across the samples from Germany and China. This was mostly due to correlations close to zero in the German sample. 
Hence, personality seems to be barely associated with general attitudes towards AI in Germany; with the exception of 
Neuroticism. Therefore, one can assume that in the German sample other factors aside from personality are important 
to explain why someone accepts or fears AI. An example might be the overall attachment style of individuals, which has 
been associated with trust in AI previously [31].

Aside from personal characteristics, however, also different characteristics of the AI product and environment can 
influence differences in attitudes towards AI; this has already been proposed in the specific context of trusting AI [62]. 
Moreover, a study on trust in digital assistants reports positive associations between trust in these assistants and per-
ceived reliability and system performance factors [40]; for another model about factors of trustworthy AI (or machine 
learning, specifically), please see, for example, Toreini et al. [63] or the review by Glikson and Woolley [64], which addi-
tionally takes into account different kinds of AI (robotic, embedded, etc.).

Aside from other factors putatively influencing attitudes towards AI, some limitations of the study need to be men-
tioned. First, neither the German nor Chinese sample is representative of the general German or Chinese populations. 
This is underlined, for example, by the skewed gender distribution or distributions of educational backgrounds in the 
samples. The skewed distribution of educational backgrounds is especially true for the Chinese sample, which mostly 
comprised students. This limits generalizability of the present findings to the general German and Chinese population. 
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Also, the different sample sizes from Germany and China might pose a limitation because sample size influences signifi-
cance levels. Next, given the cross-sectional data assessment it is not possible to draw final conclusions about causality 
of associations. Given the stability of personality traits, however, it is reasonable to assume that personality indeed 
influences initial attitudes towards AI and not the other way around. However, it must additionally be noted that when 
interacting with an AI product more often, trust (and the attitude towards AI) will clearly be based on reciprocal influences 
between the person and the AI product; hence, personal characteristics will clearly not be the only variables influencing 
trust (and attitudes towards AI; see also initial trust formation versus continuous trust development as discussed in Siau 
and Wang [62]). In light of this, it is not only possible that attitudes towards AI but also relations between personality and 
attitudes towards AI in the long run are influenced by other variables such as previous experience and familiarity with AI 
[31], performance, collaboration and communication, and security and privacy protection of the AI product [62]. Based 
on the specific findings of the present work, one can assume that daily practice and interactions with AI might have a 
more positive influence on more neurotic individuals and their attitudes towards to AI compared to more emotionally 
stable individuals. But such ideas need to be supported by empirical investigations. Another limitation of the present 
work is that the associations between personality traits and attitudes towards AI might differ depending on which AI 
product a participant thought of when filling in the questionnaire; see also review by Glikson and Woolley [64] who 
discuss emotional and cognitive trust in different kinds of AI products taking into account different levels of machine 
intelligence. As we did not specifically ask participants to think of a certain AI product, participants might have thought 
of various products, which might have blurred results on associations with personality on group level. Not assessing 
potential biasing variables (e.g., what AI products one was thinking of, familiarity with AI, and so forth) constitutes another 
limitation of the present work. However, please note that ATAI scale scores have been associated with attitudes towards 
various AI products in German and Chinese samples when the scale was validated [10].

5  Conclusions

Despite the aforementioned limitations, the present study gives first important insights into personality—AI relations. While in 
Germany only Neuroticism exhibits a significant positive correlation with fear of AI, in the Chinese sample several personality 
traits are related to acceptance as well as fear of AI. However, effect sizes are overall small indicating that other variables explain 
additional variance in attitudes towards AI. In addition to investigating further important factors, future research should inves-
tigate whether personality is associated with attitudes towards specific AI products and whether there are differential associa-
tions with personality for different AI products based on specific functions. Finally, knowing what personal as well as AI related 
characteristics influence attitudes towards AI can help improving AI products to be more acceptable in the future. Although 
the personality associations are small, such knowledge could be used to implement personalized strategies to establish posi-
tive attitudes towards AI, when human–AI-interaction is at the heart of work processes. To our knowledge, the present work is 
among the first shedding light on associations between personality and general attitudes towards AI and hopefully is helpful 
for the growing number of scientists trying to understand human-AI relations.
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