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Abstract
Background:  This article provides the reader with a brief background on recent advances in the field of Psycho-
informatics. Psychoinformatics represents a merger between the disciplines of computer science and psychology, 
thus enabling researchers to, among other activities, conduct digital phenotyping while exploiting the ubiquitously 
available digital traces resulting from interaction with the Internet of Things (IoT). IoT describes a totally inter-
connected world, where everything from household appliances to smartphones are linked to each other via the 
Internet. 
Objectives: In recent years, much work has been dedicated to the question of which psychological variables, in the 
realm of socio-demographics and personality, can be predicted from social media platform data and/or smart-
phones in general. These variables are of interest to researchers, because they have been associated with many 
important life variables such as longevity, health behaviour and job performance. 
Methods: As research concerning cognition is an area of Psychoinformatics which has received comparatively less 
attention, the focus of the present article is on ideas regarding how cognitive functions, and more specifically 
dementia such as Alzheimer’s Disease (AD), might co-vary with data from the IoT. 
Results: It is demonstrated that different socio-demographic and psychological variables, including cognitive va-
riables, can be predicted from digital footprints. 
Conclusions: The application of methods from Psychoinformatics provides opportunities to improve diagnostics 
and monitoring of AD and other causes for dementia. The limitations of such approaches are also addressed in 
this article alongside relevant thoughts on ethical considerations. 
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1	 Background

According to recent data from the Alzheimer’s Association 
(AA), (late onset) Alzheimer’s disease (AD) represented the 6th 
leading cause of death in the USA in 2018. Moreover, it has been 
estimated by the AA that national cost of Alzheimer’s and other 
dementias will probably rise from 305 billion US dollars in 2020 
to a staggering 1.1 trillion dollars in 2050 (Alzheimer’s Asso-
ciation, 2020). Such numbers can be supplemented by highly 
alarming AD rates in countries such as Germany, where costs 
are also likely to rise dramatically (e.g., Deutsche Alzheimer 
Gesellschaft, 2018). 

AD, which was first diagnosed in 1906 by German psychia-
trist Alois Alzheimer, represents the most common cause of de-
mentia resulting in memory loss (Goedert & Spillantini, 2006). 
Beyond memory loss, several neuropsychiatric symptoms and 
behavioural impairments accompany dementia (Ismail et al., 
2016). In the late stages of AD, patients are not able to perform 
their everyday life activities alone and are dependent on 24 hour 

care. This incurs a high financial burden for society and great 
physical and emotional distress among afflicted patients and 
their relatives. Significantly, effective treatments for this devas-
tating disorder remain elusive. 

The biological mechanisms underlying this neurodegenera-
tive disorder are still poorly understood, perhaps with the amy-
loid-beta hypothesis being the most prominent approach to un-
derstanding AD (Wang et al., 2017). Here, it has been proposed 
that an imbalanced metabolism of amyloid-beta might be at 
the heart of AD, although this view has been challenged (Kepp, 
2017). There is consensus among scientists that AD is multi-
causally influenced with both genetic and environmental fac-
tors playing a relevant role in the etiogenesis of AD1 (Huang & 
Mucke, 2012; see also heritability estimates in Gatz et al., 1997). 
On the molecular genetic side in particular, genetic variations 

1	 Please note that we mainly speak of late onset AD in this article. For in-
stance, we are aware that other genetic markers, as presented in the fol-
lowing, are of relevance to understand some cases of early onset AD and 
so forth.
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of the APOE gene resulting in the so called epsilon (e) e2, e3 
and e4 alleles have been associated with AD (Corder et al., 1993; 
Montag et al., 2014). In detail, carrying one e4 allele results in a 
threefold risk of developing AD, whereas carrying two copies of 
e4 results in a tenfold risk. Work by Kunz et al. (2015) demon-
strated that young e4 allele carriers are more likely to have al-
tered grid cell activity in the entorhinal cortex while performing 
a navigational memory task, hinting towards an early biomar-
ker in predicting AD. Therefore, in the near future early Alzhe-
imer diagnostics might begin in early adulthood giving persons 
at genetic risk of developing the condition the opportunity to 
adopt health behaviours including dietary practices and physi-
cal activity. Such interventions might counteract the genetic risk 
for AD (e.g. Reiner et al., 2013; Müller, 2015; Scarmeas et al.,  
2009). 

As young adults strongly engage in smartphone use in their 
everyday lives (about 2.5 hours each day, see Montag et al., 
2015), we believe that it is necessary and important to study hu-
man-smartphone-interaction patterns to provide insights into 
the development of dementia including AD starting early in life. 
This idea will be outlined in detail following a brief description 
of Psychoinformatics.

2	 A new discipline called Psycho- 
	 informatics

Recent years have seen a rise in studies in the field of Psychoinfor-
matics (Yarkoni, 2012; Markowetz et al., 2014). This new interdis-
ciplinary research area applies methods from computer science 
in psychology and psychiatry to obtain insights into complex hu-
man behaviour. In the realm of Psychoinformatics, among other 
methods, app-based technologies are used to study human be-
haviour via digital traces left from human-smartphone-interac-
tion (Miller, 2012). Here, studies have established links between 
phone use behaviour and personality (Chittaranjan et al., 2013; 
Montag et al., 2014; Stachl et al., 2018; Montag et al., 2019a), but 
also between length of daily WhatsApp usage and personality/
age/gender (Montag et al., 2015). Personality describes stable 
motivational, emotional and cognitive characteristics of a person 
across time and – to a lesser degree – different situations (for more 
on the complexities and challenges in relation to this concept see 
works by Bleidorn et al., 2018; Edmonds et al., 2008; Mischel & 
Shoda, 1995; and Montag & Panksepp, 2017. For the relevance 
of situation characteristics in personality science see Rauthmann 
et al., 2014). Beyond this work on smartphone-personality-links, 
social media platforms have been abundantly studied to predict 
person variables from digital traces such as Facebook “Likes” 
(Kosinski et al., 2013). In addition to the prediction of person 
characteristics from such “Likes”, textmining has been applied to 
reveal insights into trait emotionality of a person (Schwartz et al., 
2013; Settani & Marengo, 2015). Use of specific words in posts on 
social media platforms provides insights into whether a person, 

e.g., is neurotic2 (manifested by often using words such as being 
depressed or anxious). Beyond Facebook other platforms are also 
noteworthy. A prominent example is Twitter, which also has been 
analyzed to reveal insights into personality (Ahmad & Siddique, 
2017; Quercia et al., 2011). For a recent overview on the use of 
data harvested from social media platforms to predict psycholog-
ical variables, please see the work of Azucar et al. (2018), but also 
the new work by Marengo & Montag (2020) in the present issue.

Clearly, these examples represent just the tip of the iceberg of 
what will come in the near future in the expanding new field of 
Psychoinformatics (Montag & Elhai, 2019). Effectively, all data 
derived from the interaction with a completely connected world 
– the Internet of Things (IoT) – can be used to conduct digital 
phenotyping, hence enabling researchers to obtain insights into 
a person’s trait or state variables. Notably, many researchers re-
fer to digital phenotyping (Insel, 2018; Onnela & Rauch, 2016; 
Torous et al., 2017) rather than Psychoinformatics (see also Mon-
tag et al., 2016), although both terms can be brought together. 
Whereas Psychoinformatics might describe a new research dis-
cipline, digital phenotyping currently represents one of the most 
often used applications in this interdisciplinary research field. 
One could say that a researcher aims to conduct digital pheno-
typing applying methods from Psychoinformatics.

Beyond the prominent examples from social media studies, 
researchers are also already including data from other activities of 
everyday life in their models to reveal insights into psychological 
phenomena. To name a small number of recent examples, one 
study predicted the gender of a driver from motor vehicle driv-
ing behaviour including velocity, gas pedal actuation, and steer-
ing wheel angle (Stachl & Bühner, 2015). A noteworthy new work 
by Cao et al. (2018) even predicted orderliness from the campus 
behaviour of students in China. Here, temporal records of show-
ering and meal intake (recorded via a smartcard at the University 
of Electronic Science and Technology of China in Chengdu in n 
= 18,960 students) gave insights into orderliness. Higher orderli-
ness (regular showering and meal intake) itself was a good predic-
tor of better academic performance in this work. In our opinion, 
this example from China illustrates nicely the potential of data 
mining from ubiquitously available data stemming from the IoT.

3	 How digital phenotyping might help  
	 in the early diagnosis of Alzheimer’s 
	 Disease (AD) and other causes of 
	 dementia, as well as monitoring its  
	 progression.

In principle, it will also be possible to use data from the IoT in 
the realm of AD or general dementia diagnostics. This endeavor 
could be undertaken not only to uncover early markers for AD 
in the current smartphone-using generation, but also to monitor 

2	  Neuroticism represents one of the Big Five dimensions carved out in per-
sonality psychology against the background of a lexical approach.
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cognitive functions over a longer time period in elderly patients 
in the transit zone from mild cognitive impairment (MCI) to 
AD. As a consequence, the latter approach will also enable both 
scientists and practitioners to obtain insights into the course of 
AD when it has been diagnosed. Any such research endeavor 
will without doubt be very complex, because different causes 
of dementia exist, with (late onset) Alzheimer’s being perhaps 
the most prevalent. This raises the question of whether digital 
footprints left on the smartphone can provide insights into the 
different causes of dementia of relevance in the aforementioned 
transit zone from MCI to a demented state of mind. MCI is char-
acterized by both subjective and objective cognitive impairment 
(but not dementia) and frequently is accompanied by neuropsy-
chiatric symptoms such as negative mood, lack of motivation 
and anxiety. Interestingly, those patients which display both 
MCI and anxiety symptoms are much more likely to develop 
Alzheimer’s disease than those that possess MCI but lack anxi-
ety symptoms (83.3% vs. 40.9%; Palmer et al., 2007). Hence, it 
will be of utmost importance to not only obtain insights into 
the cognitive state of a person when mining smartphone or IoT 
data, but also into the affective state, because both variable sets 
are of high interest in efforts to predict the probability of transit-
ing from MCI to dementia. In this context, another work by Is-
mael et al. (2016) is noteworthy, because it not only proposes the 
relevance of understanding the neuropsychiatric symptoms vis-
ible in MCI, but also stresses the importance of mild behavioural 
impairment (MBI) criteria such as changes in social behaviour 
and speech, likely to leave their trace in smartphone variables 
(e.g. changes in contacting persons via the smartphone or use of 
more stereotyped speech in smartphone messages). Stereotyped 
language might also be directly investigated, when a patient is 
speaking to IoT devices such as Amazon’s Alexa or Apple’s Siri. 
In this context, we believe it is also of interest to infer person-
ality from the smartphone data, because high neuroticism (via 
its link to higher risk for depression) and low conscientiousness 
are well-known risk factors in developing dementia (Low et al., 
2013). Therefore, the aforementioned studies showing links be-
tween personality and digital footprints are of high relevance 
for dementia research. In addition to these works, the “Lancet 
Commission on Dementia Call for Action”, which outlines mod-
ifiable risk factors for dementia over the life span, is of signifi-
cant relevance. While in early life the variable of (less) education 
is mentioned, in midlife hearing loss, hypertension and obesity 
are advanced as important risk factors. In late life factors such as 
smoking, depression, physical inactivity, social isolation and di-
abetes are particularly noteworthy (Orgeta et al., 2019). Beyond 
this, as motoric and visual dysfunctions might leave their traces 
in the human-smartphone-interaction, this also represents a rel-
evant research area. Therefore, establishing links between these 
variables and digital footprints at different life stages might also 
indirectly produce insights on risks for dementia.

From a neuroscientist’s perspective, and in line with work by 
Kunz et al. (2015), it would be interesting to know if young per-
sons at genetic risk for AD behave differently in everyday life. 

Such a research design would lead to a fusion of bio-psycholog-
ical and information technology data, perhaps one of the most 
promising and exciting new areas in the health sciences (see Fig-
ure 1). Building on the study conducted by Kunz et al. (2015) 
which investigated navigational-memory abilities, an interesting 
idea would be to test for differences in global positioning system 
(GPS) related variables tracked via smartphone depending on 
the aforementioned APOE genotype. Such GPS variables would 
also provide insights into an active lifestyle, providing informa-
tion on the extent to which an individual is travelling (in terms 
of traveled miles/km each day). Operation systems of modern 
smartphones also include health data functions such as calories 
burned per day or number of footsteps detected via the smart-
phone’s sensors; such variables might supplement these GPS data 
sets. It should be noted, however, that interpreting such data will 
not be easy, as a (highly) active lifestyle might also be an indica-
tor of a stressful episode in a person’s life. This also demonstrates 
that, beyond the data that can be derived from Psychoinformat-
ics, a myriad of other (classic) variables, including self-report/
neuropsychological test measures, still need to be considered to 
gain an accurate picture of a person’s health condition. Without 
doubt only patterns of variables will be able to give valid and reli-
able insights into psychological/psychiatric variables. In contrast 
a single variable alone will not be able to explain more than a 
few percent of the variance in complex psychological/psychiat-
ric phenotypes. For example, the shared variance between a call 
variable from the smartphone and the personality trait of extra-
version is approximately 10% (Montag et al., 2014; Montag et al., 
2019a). To illustrate this further, Markowetz et al. (2014) hypoth-
esized that smartphone use variables might provide insights into 
the depressed state of a person (probably also of an AD patient). 
In the context of AD, dementia patients often show signs of de-
pression when being in the transit zone from MCI to full blown 
AD because they are consciously experiencing their own cogni-
tive decline (for links between AD and depression see the studies 
by Modrego & Ferrández (2004) and Ownby et al. (2006)). What 
kind of pattern of smartphone variables could reflect a depressed 
state? For example, a person’s lack of motivation to engage in 
everyday life activities could result in lower GPS activity. His/
her high sadness could manifest in higher usage of negative text 
content in social media channels, and a lack of energy for social 
communication/social withdrawal could be reflected by the indi-
vidual contacting their social network via their phone to a lesser 
degree compared to the pre-depressed state (see also Elhai et al., 
2018; Saeb et al., 2015). Again, a single variable taken alone will 
not help to establish predictions with a high degree of accuracy.

As with AD diagnostics, the focus lies in particular on 
monitoring the cognitive functions of a person (but also taking 
into account the importance of examining affect as mentioned 
above). We believe that the smartphone might provide an inter-
esting source of research for understanding individual differenc-
es in cognitive variables (for feasibility see new work by Dagum 
(2017) and another opinion piece by Kourtis et al.  (2018)). 
Firstly, textmining of a person’s diverse text messages might re-
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sult in a valid estimate of how many words a person uses in eve-
ryday life. By monitoring a person’s word usage longitudinally, 
the treating physician or neurologist can investigate how many 
words were used before AD was diagnosed, and how their usage 
of different words in everyday life shrinks with the progression 
of AD. Second, a source less considered to date in monitoring 
the cognitive functions of a person is his/her smartphone inter-
action (Montag, Reuter & Markowetz, 2017). In our own work 
it has been demonstrated in a sample of approximately one hun-
dred students that the smartphone-screen is unlocked an aver-
age of about 50 times a day (Montag et al., 2019b). In a year this 
would result in 18,250 unlocks (50 unlocks x 365 days). Imagine 
now that instead of using a single simple swipe to unlock the 
phone, a user is required to complete a neuropsychological test. 
Implementing such a task would result in an impressive amount 
of longitudinal data providing insights into changes and/or sta-
bility of a person’s cognitive functions (see also Montag, Reuter 
& Markowetz, 2017). Again, these types of activities will need to 
be treated very cautiously in the near future, because research 
has yet to develop answers to the question: which neuropsycho-
logical tasks should be implemented in such a scenario? Which 
tasks will be most sensitive in terms of properly diagnosing cog-
nitive decline and indicating progress of AD? 

Aside from this, psychometric quality in terms of validity and 
reliability needs to be ensured for such cognitive unlock-screen-
measures. In short, will data derived from the smartphone be as 
valid and reliable as that derived from a carefully implemented 
neuropsychological measure in a strict lab setting? Obviously, 
much work needs to be conducted to establish such sound (mo-
bile) cognitive measures. Nevertheless, we are convinced that 
even when persons play through these one-trial-unlock-tasks in 
the manifold different situations of everyday life (such as being 
on a crowded bus or distracted by factors in the environment), 
the sheer size of available data should reduce the errors in meas-
urement and result in generally good insights into the cognitive 
ability of a person over the course of time.

As cognitive ability3 arises from the brain, human-smart-
phone-interaction data might not only provide insights into 
underlying psychological states, but indirectly also into (dys-)
functional brain mechanisms. Early work demonstrated the 
feasibility of linking both molecular genetic and MRI data to 
smartphone use variables. Work by Sariyska et al. (2018) dem-
onstrated that a genetic variant of the oxytocin receptor (OXTR) 
gene might be linked to the size of a person’s (active) social net-
work. Note that the sample size of this study was rather small 
and these findings thus need to be replicated by independent 
work groups. For some readers it might sound like a futuristic 
vision to infer the molecular genetic make-up of a person from 

3	  Here we use cognitive ability as a broad term. In psychology many diffe-
rent cognitive functions are investigated, perhaps most prominently exe-
cutive functions comprising working memory, task switching and beha-
vioural inhibition (Hofmann et al., 2012). But see also some relationships 
between executive functions and intelligence (Friedman et al., 2006).

the study of digital footprints. We partially share this opinion 
in relation to polygenetically influenced phenotypes in psychol-
ogy also shaped by the environment (Montag & Reuter, 2014), 
but again see the feasibility study by Sariyska et al. (2018). For 
neurodegenerative disorders, however, the situation may be 
somewhat different, because here genetic variants exert higher 
influence compared to the effects of a single genetic variant on 
a trait such as personality (again being influenced by hundred 
of genetic variants shaped by the environment). In particular, 
this should be true for monogenetically inherited disorders such 
as Chorea Huntington (e.g. Andrew et al., 1993). Beyond the 
OXTR gene smartphone paper, a study by Montag et al. (2017) 
observed a robust link between lower gray matter volume of the 
nucleus accumbens and longer/higher frequent use of the Face-
book app installed on the smartphones of study participants. Al-
though these statistically significant associations could “only” be 
established at the group level (and causality has not been estab-
lished), in the future accuracy rates might increase with respect 
to individual diagnostics. Again, this will only happen when pat-
terns of variables are be taken into account (see argumentation 
above). In sum, we believe that the time is ripe to investigate 
both psychological and biological variables in the context of dig-
ital phenotyping. Hence, bio/neuro-psycho-tech and info-tech 
are merging into the area of Psycho(neuro)informatics (Montag 
et al, 2016). Please see also Figure 1. 

Figure 1: Whereas in the past Bio-Psycho-Technology data were in-
vestigated individually from psychologists, psychiatrists, neurologists 
or computer scientists in the context of Alzheimer’s Disease (AD), new 
research approaches are applied to derive – by means of a combination 
of Bio-Psycho- and Information Technology data – insights into AD 
(images courtesy of licence free picture platform pixelbay.com).

4	 Limitations 

Although the future of Psycho(neuro)informatics seems to be 
bright, many challenges must be overcome before this new 
interdisciplinary research area can blossom. Psychologists/psy-
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chiatrists/neurologists and computer scientists have different 
publication cultures (e.g. conference proceeding publications in 
computer science) and not all scientists from each distinct re-
search area are necessarily aware of what is published in the oth-
er discipline. Beyond this, prediction accuracy varies strongly 
depending both on the specific digital trace investigated and the 
to-be predicted psychological/psychiatric/neurological variable. 
The work by Azucar et al. (2018) concluded that “the predictive 
power of digital footprints over personality traits is in line with 
the standard “correlational upper-limit” for behaviour to predict 
personality, with correlations ranging from 0.29 (Agreeableness) 
to 0.40 (Extraversion)” (p. 150). Other variables such as gender 
can be much more accurately predicted from Facebook “Likes” 
or the aforementioned motor vehicle data. In the work by Ko-
sinksi et al. (2013) accuracy rates for gender predicted from 
Facebook “Likes” were .93. Although this estimate is much bet-
ter than the figures presented in the summary by Azucar et al. 
(2018), this approach still does not result in perfectly accurate 
predictions. Fittingly, Stachl & Bühner’s (2015) work on mo-
tor vehicle behaviour and gender yielded the insight that their 
“model is more successful in classification of males (positive 
class) in comparison with females.” (p. 5590). 

A further issue concerns the statistical approaches used to an-
alyse data derived from the IoT. Many researchers in the life sci-
ences have primarily applied classic inferential statistics to obtain 
insights from their collected data. But classic inferential statistics 
are only partly useful in terms of achieving higher accuracy rates 
from the statistical models. Therefore, other approaches such as 
machine learning need also to be applied to more effectively ana-
lyse the data. This will require the acquisition of new statistical 
skills for those working in Psychoinformatics. 

Montag & Elhai (2019) note the importance of keeping ex-
pectations in check about this new digital data layer. While both 
authors are convinced that digital phenotyping via Psychoinfor-
matics represents a powerful layer, it is “only” a further data layer 
to be collected and applied by scientists to understand complex 
human behaviour. Taking information from a digital layer de-
rived via methods from Psychoinformatics alone to predict hu-
man behaviour might result in an overly narrow view of human 
nature, and ultimately risks generating incorrect predictions. 

A further problem of applying digital phenotyping in health 
care and other relevant areas relates to questions concerning the 
generalisability of observed associations between digital traces 
and a psychic variable. Even if a researcher reveals a robust set of 
variables linked to a psychological or psychiatry trait/state, it is 
not clear if this translates easily to other populations. Scientists 
always need to gather new data to infer psychological variables 
from digital traces to ascertain if a certain association remains 
valid. This is very relevant, because in the contemporary fast-
moving world the topics people discuss on social media change 
on a very regular basis – the topics discussed a year ago are 
unlikely to be the same as those being discussed today. Hence, 
some facets of digital phenotyping (e.g. relying on textmining of 
social media messages) might underlie more rapid changes over 

time concerning the validity and reliability of established asso-
ciations, because of advances in technology. In this limitation 
section we also wish to explicitly mention problems in the study 
of Alzheimer’s Disease and other dementias. First and foremost, 
the current generation of patients suffering from dementia are 
not “digital natives”, and hence many of them do not own a 
smartphone – or if they do, they did not learn to use it “natu-
rally”. Hence, much of the relevant research on dementia can 
only be conducted when the generation of digital natives and 
the somewhat older digital immigrants reach the age at which 
dementia becomes a critical topic. Another important aspect of 
this research will be to fully grasp the different stages of demen-
tia, from preclinical to late stages (Förstl & Kurz, 1999), from the 
study of digital footprints. Beyond this, it is relevant that there 
are different causes of dementia. This opinion piece has strongly 
focused on (late onset) Alzheimer’s Disease as the most com-
mon cause for dementia. Nevertheless, Psychoinformatics might 
be particularly successful in carving out co-varying patterns 
with frontotemporal dementia in the near future (Ratnavalli et 
al., 2002), because its onset is earlier compared to (late onset) 
Alzheimer’s, and the current generation of smartphone users 
may soon be facing neurodegenerative disorders with earlier on-
set (Neary et al., 2005; but note that an early form of Alzheimer’s 
Disease also exists, which has not been discussed in this article). 

5	 Ethical considerations

Given the power that Psychoinformatics can have on psychodi-
agnostics, misuse of digital phenotyping has the potential to fa-
cilitate unethical practices (Montag, Sindermann & Baumeister, 
2020). Among these are influencing political or marketing cam-
paigns via microtargeting. Insurance issues are also significant in 
this regard (e.g. Kosinski et al., 2015; Matz & Netzer, 2017; Matz 
et al., 2017). As this article focuses on AD and other causes of de-
mentia, we stress in particular the latter point. Without doubt the 
inclusion of Psychoinformatics in the psychodiagnostic process 
of dementia brings advantages in terms of better and more cost-
effective monitoring of cognitive decline on a longitudinal basis. 
However, a framework underpinned by governmental regulation 
is needed to secure data relating to individual cognitive decline. 
Insurance companies should not be allowed to utilize these data 
in decisions regarding whether a person will obtain health insur-
ance. The same should be true for the costs of such insurance. 
Beyond regulation of the application of digital phenotyping in 
the context of insurance, human resources departments should 
not be permitted to administer such digital variables in hiring 
decisions (or at least the tracking level needs to be made very 
transparent to the persons undertaking the application process). 
In one prominent case from the United States, the retailer Tar-
get determined via digital phenotyping that a young woman was 
pregnant before her father (Forbes, 2012). These examples illus-
trate that the area of digital phenotyping is accompanied by com-
plex ethical problems, which cannot be tackled in a short opin-
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ion piece such as this. What is presented on the ethical issues in 
digital phenotyping in this article is limited and provides only a 
brief overview of this highly relevant and critical area. For further 
reading we point to recent published works dealing with privacy 
issues (Kargl et al., 2019) and ethical views from a practitioner’s 
perspective (Dagum & Montag, 2019) in the age of digital pheno-
typing (by others critically referred to as surveillance capitalism; 
Foster & McChesney, 2014; Zuboff, 2015, 2019). Inferring (ge-
netic) risk for developing dementia from digital footprints also 
raises problems with respect to genetic counseling: e.g., carrying 
the e4 risk allele on the APOE gene goes along with heightened 
risk for developing Alzheimer’s, but we speak of risk, not a cer-
tainty. Therefore: do people want to know about their genetic risk 
of developing the condition? If they are unaware of their risk, will 
they act to reduce risk factors across the life span as is noted in 
the work of Orgeta et al. (2019)?

Although misuse of digital data represents a problem, the ethi-
cal use of techniques from Psychoinformatics may also be valid 
in some of the above discussed areas, as long as the inclusion 
of health and related data was banned. For example, in a hiring 
process a company may want to assess intelligence from data de-
rived from the IoT. This procedure could be permitted, as it is 
common practice in many companies for applicants to undergo 
intelligence testing, as intelligence is a good predictor of job per-
formance (e.g. Ree & Earles, 1992). After a few years of analyz-
ing data from the IoT, this method may even come to represent a 
more effective intelligence test, as a one-time assessment of intel-
ligence which takes place in a company environment might be 
biased by the individual’s test anxiety. It is clear that there is a thin 
line between use and misuse of digital phenotyping. Establishing 
trust through absolute transparency will be key to usage of digital 
phenotyping in a given business and research area. There is no 
other way than to make sure that a person understands exactly 
what is tracked and for what period of time. Moreover, a person 
must always have the option to not give consent to such a proce-
dure (without fear of negative consequences). Furthermore, the 
depth of tracking should also be regulated. From a privacy aspect 
it makes a difference if the content of a message is read in full, 
or if on a meta-level the variable “number of positive/negative 
words” is counted. These few examples demonstrate how difficult 
it will be to answer many of the pressing questions in the field of 
Psychoinformatics, in particular with respect to the treatment of 
brain disorders. Without a visible public and political debate on 
how such data should be implemented in diagnostic processes in 
the near future, new data and privacy scandals such as the recent 
incidents around the Facebook-Cambridge Analytica scandal are 
very likely to occur (Wikipedia.org, 2019). 
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