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ARTICLE

Applying machine learning methods to model social interactions in alcohol
consumption among adolescents

Aliaksandr Amialchuka, Onur Sapcia and Jon D. Elhaib,c

aDepartment of Economics, University of Toledo, Toledo, OH, USA; bDepartment of Psychology, University of Toledo, Toledo, OH, USA;
cDepartment of Psychiatry, University of Toledo Toledo, OH, USA

ABSTRACT
Background: Existing research using machine learning to investigate alcohol use among adolescents
has largely neglected peer influences and tended to rely on models which selected predictors based
on data availability, rather than being guided by a unifying theoretical framework. In addition, previous
models of peer influence were typically estimated by using traditional regression techniques, which are
known to have worse fit compared to the models estimated using machine learning methods.
Methods: Addressing these limitations, we use three machine-learning algorithms to fit a theoretical
model of social interactions in alcohol consumption. The model is fit to a large, nationally representa-
tive sample of U.S. school-aged adolescents and accounts for various channels of peer influence.
Results: We find that extreme gradient boosting is the best performing algorithm in predicting alcohol
consumption. After the algorithm ranks, the explanatory variables by their importance in classification,
previous year drinking status, misperception about friends’ drinking, and average actual drinking
among friends are the most important predictors of adolescent drinking.
Conclusions: Our findings suggest that an effective intervention should focus on school peers and
adolescents’ perceptions about drinking norms, in addition to the history of alcohol use. Our study
may also increase interest in theory-driven selection of covariates for machine-learning models.
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1. Introduction

Reducing adolescent drinking remains a challenge despite
many public policies targeting underage drinking such as
minimum legal drinking age laws (Clark and Loheac 2007;
Johnston et al. 2018). In 2017, the share of adolescents
(12–20 years old) in total alcohol consumption was 11% in
the USA (Johnston et al. 2018) and one-third of 12th-
graders consumed alcohol in the past 30 days. Underage
drinking bears significant costs in the form of accidents, pre-
mature mortality, productivity loss, health, and behavioral
issues (DHHS 2013 2019). Most notably, auto accidents
associated with drinking are the leading cause of death
among adolescents between the ages of 17 and 20
(Schulenberg and Maggs 2002). Adolescence is a critical age
when initiation and increase in alcohol consumption takes
place; heavy drinking and alcohol-related problems peak in
the late teens through early twenties (Johnston et al. 2018).
In addition, initiating drinking in teen years puts people at a
higher risk of alcoholism and abuse compared to those who
start drinking at a later age (DHHS 2013; Strashny 2014).

Several individual, family, and neighborhood-level varia-
bles have been identified in the literature as contributing
factors to adolescent alcohol use (Windle et al. 2005;
Fletcher 2012). The influence of peers has been identified as
an especially important factor (Clark and Loheac 2007;

Fletcher 2012; Rees and Wallace 2014; Amialchuk et al.
2019). Several mechanisms of peer influence have been pro-
posed, including (often misperceived) social norms, which
make excessive alcohol use by peers appear common and
acceptable (Borsari and Carey 2001; Perkins 2014).

Most of the previous studies of peer influence in sub-
stance use, including alcohol use, were based on traditional
multiple regression analysis and focused on the significance
of individual predictors in a model. Machine learning algo-
rithms, on the other hand, are focused on the generalizabil-
ity and reliability of prediction (or classification) of the
entire model and are especially useful in the presence of a
large number of predictors some of which are less important
for prediction than others (Yarkoni and Westfall 2017).
While machine learning is similar to traditional regression
analysis, it offers an advantage of detecting patterns in
example or training data that can be subsequently used to
enhance predictions in other sets of data (a method called
‘supervised machine learning’) (LeCun et al. 2015). This fea-
ture of supervised machine learning offers an improved stat-
istical accuracy over traditional statistical methods (Jordan
and Mitchell 2015). In addition, comparing the performance
of different machine learning algorithms offers insight into
the nature of the prediction process, such as identifying sig-
nificant low-order interactions among the predictors or
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other non-linearities that traditional regression models may
not capture (Breiman 2001; Friedman 2001).

To our knowledge, only a few studies have used machine
learning tools to investigate alcohol use among adolescents
(Whelan et al. 2014; Hariharan et al. 2016; Pagnotta and
Amran 2016; Palaniappan et al. 2017; Afzali et al. 2019;
Sari�c et al. 2019) and only one study has incorporated peer
influence among predictors in a machine-learning model
(Afzali et al. 2019). A major limitation of these studies is the
atheoretical kitchen-sink approach to model specification,
where selection of predictors was primarily based on data
availability rather than guided by a unifying theoretical
framework. In the absence of an underlying theoretical
model, which suggests causal pathways between the varia-
bles, the empirical model fit by any statistical routine to a
survey dataset is just a data-mining exercise of finding statis-
tically significant associations among variables (Elhai and
Montag 2020). Such atheoretical approach to model specifi-
cation would potentially result in inclusion of predictors
which are only spuriously correlated with the outcome or
are themselves affected by the outcome – for example, when
variables ‘weekly study time,’ ‘number of academic failures,’
‘number of school absences’ are included among predictors
(see, for example, Hariharan et al. 2016; Pagnotta and
Amran 2016; Palaniappan et al. 2017; Sari�c et al. 2019). The
empirical model that results from such approach does not
have a causal interpretation but only represents as a set of
adjusted correlations. Even when such model shows good fit
and prediction quality, it is not useful for making policy
suggestions regarding how the outcome can be affected by
changing the values of the explanatory variables. In addition,
all previous machine-learning studies have been based on
non-representative and convenience samples and only one
study has attempted to test model generalizability by con-
ducting cross-sample validation using an independent sam-
ple (Afzali et al. 2019).

Our study utilizes a large and nationally representative
survey of health behaviors and school friendship networks of
U.S. middle and high school adolescents with the goals of:
(i) using the theory of social interactions to specify an
empirical model which allows for different mechanisms of
peer influence; (ii) comparing the performance of three of
the most accurate machine learning algorithms (discussed
below) to fit this model and to understand the importance
ranking of variables in predicting alcohol consumption
behavior of adolescents.

2. Theoretical framework and statistical
identification of peer effects in alcohol use

Peers are thought to influence alcohol consumption through
several mechanisms. Social learning theory posits that there
is a combination of direct and indirect peer influences
(Kandel 1985; Borsari and Carey 2001). The direct influence
includes active/overt offers of alcohol such as offering a
drink, encouraging, or forcing someone to have a drink.
Indirect peer influence occurs when peers’ actions in a given
social context provide information about acceptable and

appropriate behaviors, which, if followed by the individual,
may lead to his/her social acceptance and approval. The
forms of indirect peer influence include modeling of others’
drinking, and influence through perceived social norms
(Borsari and Carey 2001).

Perceptions about peer behavior were identified as some
of the most important drivers of teen drinking
(Neighborset al. 2007; Perkins 2014; Pedersen et al. 2017).
Moreover, it is often observed that adolescents overestimate
the levels of use and abuse of alcohol by their peers and
inaccurately conclude that the norm is drinking heavily after
observing heavy drinking by a few peers (Borsari and Carey
2001, 2003; Perkins 2014). This deviation of an individual’s
perception of the group norm from the actual group norm
has been attributed to such phenomena as ‘pluralistic ignor-
ance’ and the ‘fundamental attribution error’ (Prentice and
Miller 1993; Borsari and Carey 2001; Halbesleben et al.
2004). Inflated perceptions of peer drinking were, in turn,
found to be associated with several alcohol consumption
behaviors of adolescents including drinking initiation inten-
tions, age of first drink, current drinking status, problem
drinking, heavy drinking, drunkenness, and changes in
drinking over time (Oldset al. 2005; D’Amico and McCarthy
2006; Juvonen et al. 2007; Page et al. 2008; D’Amico et al.
2012; Song et al. 2012; Perkins 2014; Amialchuk et al. 2019).

Statistical identification of peer influence from observa-
tional data is usually complicated by several empirical issues,
which may create a correlation between behaviors of peers
that has nothing to do with behavioral peer influence. These
issues were collectively referred to as ‘the reflection problem’
by Manski (2000), who pointed out three competing explan-
ations for the correlation between the individual’s and peers’
outcomes in observational data: the correlated effects, the
contextual (or exogenous) effects, and the endogenous peer
effect. The correlated effects refer to the influence of com-
mon unobserved confounding characteristics faced by all
individuals who are in the same peer group. Contextual
effects refer to the effect of background characteristics of the
peer group, such as peers’ family influence. The endogenous
peer effect measures how individual behavior is influenced
by the behavior of his/her peers. In this analysis, we control
for the correlated and contextual effects in order to help
statistically identify the behavioral peer effect in adoles-
cent drinking.

3. Method

3.1. Data

We obtained data from the in-home portion of the first two
waves of the National Longitudinal Study of Adolescent to
Adult Health (Add Health). This is a nationally representa-
tive survey of American adolescents in 132 schools who
were in grades 7–12 in 1994. The initial sample was first
interviewed in their homes in 1994 (Wave 1,20,745 respond-
ents) with a follow-up survey in 1996 (Wave 2,14,738
respondents). A unique feature of Add Health not present in
any other large dataset is that Waves 1 and 2 contain infor-
mation about nominations of the respondents’ close friends
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(up to five male and five female friends, best friends nomi-
nated first). Because almost all of these friends were part of
the school survey, we are able to obtain actual alcohol use of
friends from those individuals� direct responses. This study
was approved as ‘exempt’ by the Institutional Review Board.

3.2. Outcome variable

Our outcome variable is the indicator variable measured in
Wave 2 of the survey and is based on the question ‘During
the past 12months, on how many days did you drink alco-
hol?’ with possible responses (1) ‘every day or almost every
day,’ (2) ‘3 to 5 days a week,’ (3) ‘1 or 2 days a week,’ (4) ‘2
or 3 days a month,’ (5) ‘once a month or less (3-12 times in
the past 12months),’ (6) ‘1 or 2 days in the past 12months,’
and (7) ‘never.’ We collapsed the alcohol variable into a new
binary variable based on if respondents chose response 1, 2,
3 or 4 (i.e. drinking more than once per month, now coded
‘1’), and coding a value of ‘zero’ otherwise.1

3.3. Explanatory variables

The influence of norms is captured by two variables, the
actual average proportion of friend-drinkers and the
normative misperception score. The actual proportion of
friend-drinkers is determined from the direct responses of
nominated friends and is computed as the fraction of the
three first-nominated male and three first-nominated female
friends who reported drinking more than once a month in
Wave 1, with possible values of 0; 1/N, N¼ 2,3,4,5,6; 2/N,
N¼ 3,4,5,6; 3/N, N¼ 4,5,6; 4/N, N¼ 5,6; 5/6, and 1. This
variable captures peer influences other than through per-
ceived norms; such as through modeling and overt offers of
alcohol. The normative misperception score is calculated as
the difference between the perceived proportion of drinkers
among friends as reported by the respondent and the actual
proportion of friend-drinkers. This approach yields an alco-
hol misperception score that ranges between �1 and 1,
where negative values indicate under-estimation and positive
numbers indicate over estimation of the proportion of
friend-drinkers, and the misperception score of zero indi-
cates correct estimation (no perceptual bias) (Amialchuk
et al. 2019).2

We also include the respondent’s own alcohol use in the
previous wave (Wave 1), which is used to control for any
fixed differences among adolescents, which are attributable
to drinking, as well as the addictive nature of drinking. The
explanatory variables that are intended as controls for the
correlated effects (Manski 2000) were measured in Wave 1
and included grade-level indicators for grades 7–12 (grade 7

being the reference category), age, gender, race (white, black,
other race), Hispanic ethnicity, picture vocabulary test
(PVT) score (Harris 2013), log of pretax family income,
indicator of whether residing with both biological parents,
whether mother and/or father has a college degree, indicator
for attendance of religious services at least once a month,
indicator for presence of older siblings. In order to account
for household context and parental supervision, we included
indicators for whether alcohol, cigarettes, or illegal drugs are
easily available at home. We also include age of the adoles-
cent when they first moved to their current location and
whether the parents chose their residence because of the
school district in order to better account for selection of
location. Finally, we included averages of these explanatory
variables among the respondents’ nominated friends in order
to account for the contextual effects in the identification of
peer effects (Manski 2000).

3.4. Sample

Our study sample consists of respondents who completed
both Wave 1 (1994) and Wave 2 (1996) of the survey
(N¼ 14,738). The data from nominated friends are linked to
each respondent. The average number of friends that each
respondent nominated is 2.54. 85% of all friendship nomina-
tions are from the same school as the respondent and these
are the usable friendship nominations in the analysis. The
sample size is restricted to individuals who were at most
20 years old (below legal minimum drinking age) in Wave
2, and nominated at least one friend. After removing obser-
vations with missing friends’ data, missing data on the
explanatory variables, and missing sample weights in Wave
2, the usable sample size contains 4686 respondents; this
sample was used in all of our models. Add Health utilizes a
multistage clustered sample design with observations having
unequal probability of selection; therefore our estimations
use Add Health sampling weights to make the estimates
nationally representative (Chen 2014). Table 1 presents sum-
mary statistics for the sample and the variables used in
the analysis.

3.5. Machine learning analysis

We used R software version 3.6.1 (R Core Team 2019) for
analysis, using the R package caret for machine learning. In
addition to using R’s base package for generalized linear
modeling, we used the package xgbTree (extreme gradient
boosted regression), and ranger (random forest) for our
machine learning algorithms. We first randomly shuffled
participant data rows, using a random number seed which
we fixed to allow for the same participant order upon subse-
quent re-analysis if necessary. We stratified the sample 70/30
in training/test allocation by the values of the dependent
variable in order not to end up with a test set that has too
few cases of the less prevalent category of the dependent
variable. In the training sample, there were 2305 subjects
endorsing 0, and 976 subjects endorsing 1. In the test sam-
ple, there were 993 subjects endorsing 0, and 412 subjects

1Computer-assisted personal interviewing of Add Health was used to ensure
confidentiality of responses and reduce reporting bias.
2The paper by Amialchuk et al. (2019) introduced this normative
misperception score and focused on estimating the effect of normative
misperception on the use of three substances (alcohol, marijuana, and
smoking) using a linear regression. The present paper focuses on using
machine-learning methods to fit a social interaction model which incorporates
several mechanisms of peer influence.
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endorsing 1. After training/test set allocation, we prepro-
cessed the predictor (explanatory) variables by centering and
scaling values to z scores, conducted separately for the train-
ing and external test samples as suggested by Kuhn and
Johnson (2013) and Wainberg et al. (2016). Next, we con-
ducted machine-learning analyses of the model of social
interactions where alcohol consumption measured in Wave
2 is the dependent variable. The predictor variables are alco-
hol consumption measured in Wave 1, normative misper-
ception scores measured in Wave 1, actual average alcohol
use of friends (actual norm), and a set of individual and
family-level characteristics for the respondent and his/her
best friends.

We used three separate machine-learning algorithms, sub-
sequently comparing their performance. First, we included
generalized linear regression using maximum likelihood esti-
mation and a logit link function. Next, we used random for-
est, a type of ensemble machine learning algorithm, in
which many weaker, simpler subsets of observations and
variables are randomly chosen and iteratively tested, built to
form a stronger, comprehensive model (based on majority
vote from the weaker learner results), reducing overfitting
and variance as significant advantages. Finally, we included
an additional ensemble algorithm, extreme gradient boosting
(Kadiyala and Kumar 2018), also iteratively building a strong
model from weaker models but correcting weak models’
errors along the way. We used the xgbTree method of
extreme gradient boosting which additionally inherently
conducts variable subset selection to remove empirically
non-important predictor variables.3 Aside from generalized
linear regression, ensemble algorithms are among the top-
performing machine learning algorithms, conceptually

(Hastie et al. 2016) and empirically (Amancio et al. 2014;
Fern�andez-Delgado et al. 2015; Wainberg et al. 2016). We
compared algorithms based on their area under the curve
(AUC), accuracy, sensitivity and specificity in accurate pre-
diction of ‘1’ and ‘0’ values on the dependent variable, and
statistically compared them.

For each algorithm we tested, we used k-folds repeated
cross-validation (RCV) to simulate validation data prior to
testing our model with the external test sample, using a
fixed number seed. In RCV, the training sample was ran-
domly split (without replacement) into five folds of non-
overlapping participant subsets (as suggested in Kuhn and
Johnson 2013; Hastie et al. 2016), whereby four of the given
folds were trained and the fifth fold served as the simulated
test sample; we repeated this process so that each fold served
as a simulated test sample once, resulting in a single com-
pleted cross-validation procedure. We repeated this process
nine more times for a total of 50 RCVs. While not applic-
able to generalized linear regression, we used automatic grid
search to find the best estimates for the tuning parameters
in the other machine learning algorithms (for boosted
regression, nrounds, max_depth, eta, gamma, colsample_by-
tree, min_child_weight, and subsample; for random forest,
mtry, splitrule, and min.node.size). Finally, we applied the
final aggregated model for each algorithm to the external
test sample as a further validation test.

4. Results

Table 1 presents the descriptive statistics for the variables
used in our analysis. The overestimation of the proportion
of best friends who drank alcohol at least once a month was
by 23.4% points on average in Wave 1. Self-reported drink-
ing rate among those friends was only 17.7%. Table 1 also
shows that drinking more than once a month in the

Table 1. Descriptive statistics, N¼ 4686.

Variable Mean SD Min Max

Drinking, W1 0.155 0.362 0 1
Drinking, W2 0.183 0.387 0 1
Drinking misperception score, W1 0.234 0.470 �1 1
Average friends’ drinking, W1 0.177 0.336 0 1
Grade 8, W1 0.147 0.355 0 1
Grade 9, W1 0.174 0.379 0 1
Grade 10, W1 0.244 0.429 0 1
Grade 11, W1 0.235 0.424 0 1
Grade 12, W1 0.0630 0.243 0 1
Age, W1 14.90 1.549 11 20
Male 0.480 0.500 0 1
Black 0.182 0.386 0 1
Other race 0.0110 0.106 0 1
Hispanic 0.158 0.365 0 1
PVT score 100.5 14.16 12 135
Ln(pretax family income) 3.614 0.876 �2.303 6.907
Both biological parents present 0.578 0.494 0 1
Mother or father has college degree 0.373 0.484 0 1
Religious 0.607 0.488 0 1
Older siblings present 0.514 0.500 0 1
Alcohol easily available at home 0.299 0.458 0 1
Cigarettes easily available at home 0.303 0.460 0 1
Illegal drugs easily available at home 0.0330 0.179 0 1
Parents chose school 0.426 0.494 0 1
Years old when moved 8.113 5.590 0 19

W1: Wave 1; W2: Wave 2

3See Kuhn and Johnson (2013) and Hastie et al. (2016) for an overview of
these methods, and why random forest and extreme boosting are some of the
better, more accurate machine learning algorithms.

ADDICTION RESEARCH & THEORY 439



previous year has increased from 15.5% to 18.3% as the
average age increased from 15 to 16 years old between
Waves 1 and 2.

Next, we present the machine learning results, compared
across the three algorithms. Table 2 demonstrates that
extreme gradient boosting was most accurate in classifica-
tion, with slightly larger AUC, accuracy, sensitivity, and spe-
cificity values. Using Bonferroni-adjusted pairwise tests,
extreme gradient boosting performed significantly better
than generalized linear (logit) regression, and was better
than random forest on specificity only. Table 3 shows that
the ensemble learning algorithms generalized fairly well
from the training to the test sample, without substantial
worsening in classification accuracy. Extreme gradient boost-
ing appeared slightly better performing than random forest
in the test sample.

Because of the slightly better performance for extreme gra-
dient boosting, we used this algorithm to display the relative
importance of the predictor variables in classifying values on
the dependent variable. Figure 1 displays variable importance,
interpreted as standardized regression coefficients; we used
the single-tree approach, but importance values were summed
across iterations of boosting. Because of subset selection, the
bottom nine predictors were automatically excluded, with
their regression coefficients fixed to zero. Drinking in the pre-
vious wave, drinking misperception score and average friends’
drinking were the three most important variables in classifica-
tion. The other two algorithms also ranked these variables as
the most important (results not displayed but available upon
request); for generalized linear regression, we used the abso-
lute value of the t-statistic for each model parameter; for ran-
dom forests, we recorded out-of-bag performance, and
performance across permutations of predictor variables, com-
puting the difference between these two accuracy indices
across all trees and normalized by the standard error.

5. Discussion

This article combines theory-driven selection of covariates
and machine-learning techniques in order to fit a model of

social interactions, which allows for the influence of social
norms and normative misperceptions on alcohol consump-
tion of adolescents. We address the problem of statistical
identification of behavioral peer effects in the model by
including controls for the correlated and contextual effects
(Manski 2000). We fit the model of social interactions to a
unique dataset containing large school networks of friends.
We use classification-based machine learning, implementing
algorithms that are among the most accurate and overcome
important limitations inherent in traditional statistical meth-
ods. These algorithms include generalized linear model, ran-
dom forest, and extreme gradient boosted regression. The
estimation focused on goodness of fit and interpretability of
the results by ranking the predictors by their importance.
Extreme gradient boosting regression performed the best
among the three algorithms in predicting alcohol consump-
tion. After ranking the explanatory variables in terms of
their importance in classification and after removing empir-
ically non-important predictor variables, previous year
drinking, misperception about friends’ drinking, and average
actual drinking of friends were the three most important
predictors of adolescent alcohol consumption.

These results echo the findings of previous studies that
found perceived and actual peer norms to be important
determinants of adolescent drinking (Neighbors et al. 2007;
Fletcher 2012; Song et al. 2012; Perkins 2014; Pedersen et al.
2017). However, to the best of our knowledge, this is the
first study to use the theory of social interactions to select
predictors for the model that is estimated using machine
learning techniques. Previous studies using machine-learning
analysis relied on a ‘kitchen sink’ approach for model speci-
fication by selecting all seemingly relevant variables available
in the dataset and letting the machine learning algorithms
data mine statistically important relationships and variables.
Previous studies were also based on non-representative con-
venience samples and rarely included measures of
peer influence.

Our findings should be considered in light of the follow-
ing limitations. First, the dataset lacks information on
friends’ approval (or disapproval) of drinking, which may
also play a role in predicting drinking among adolescents
(Lee et al. 2007; LaBrie et al. 2010; Pedersen et al. 2017).
Second, the machine learning algorithms used in this study
are not designed to deal with inherent data structures such
as school-level clustering of observations. Third, even though
close friends can be thought as the most influential group
on on�es decisions, other peer groups such as neighbors, and
parents may have their own independent influences on

Table 3. Comparison of three machine learning-based regression algorithms
for the external test sample.

Classification accuracy findings in the test sample

Accuracy Sensitivity Specificity

Generalized linear model 0.4484 0.2797 0.5824
Extreme gradient boosted regression 0.7359 0.6977 0.7663
Random forest 0.7203 0.6688 0.7612

Table 2. Comparison of three machine learning-based regression algorithms for the training sample using repeated cross-validation.

Mean classification accuracy findings over repeated cross-validations in the training sample

AUC Accuracy Sensitivity Specificity

Generalized linear model 0.6541 0.6570 0.6797 0.6285
Extreme gradient boosted regression 0.8057 0.7583 0.7810 0.7297
Random forest 0.8045 0.7521 0.7792 0.7180

AUC: area under the curve, denoting the extent to which the model classified monthly vs. less drinking. Sensitivity is the proportion
of monthly drinkers correctly classified, while specificity is the proportion of less than monthly drinkers correctly classified. Accuracy
is the proportion of all correctly classified participants (correctly classified monthly drinkers, and correctly classified less than monthly
drinkers) related to all participants.
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adolescent drinking (Song et al. 2012). While the age of the
data used in this analysis (1994–1996) may be viewed as a
limitation, our results are still relevant today because close
friends continue to play an important role in adolescent
alcohol use (Perkins 2014; Pedersen et al 2017; Afzali et al.
2019)2019. Future research should investigate cross-sample
generalizability of our model using an independent
test sample.

Despite these limitations, the major strengths of this
study are the theory-based approach to selecting covariates
for machine-learning model building, and using a large
nationally representative dataset of adolescents to fit the
model and understand importance of the predictors. This
study is the first to test different machine learning algo-
rithms to predict alcohol use of adolescents using a causal
model as opposed to a ‘kitchen sink’ approach to variable
selection and the use of convenience samples in the previous
studies. Using machine-learning techniques allows obtaining
a better fitting model compared to traditional regression
techniques (Jordan and Mitchell 2015).

Our approach and findings have important implications.
In terms of policy, effective interventions should focus on
the drinking of school peers and teens’ perceptions about
rates of drinking among their friends, in addition to focus-
ing on adolescents with history of alcohol use. This study
might also increase interest in theory-driven selection of
covariates for machine-learning model building. Having an
underlying causal model implies that interventions that
change the values of important predictors in the model will
produce reductions in adolescent drinking. Finally, this
study suggests a possibility of development of computerized

software for screening, prevention, and education of at-risk
adolescents, which could lead to reduction in the economic
and social costs of drinking.
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